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Abstract

For  computer  vision based appraoches such as image classification (Krizhevsky et  al.

2012), object detection (Ren et al. 2015) or pixel-wise weed classification (Milioto et al.

2017)  machine  learning  is  used  for  both  feature  extraction  and  processing  (e.g.

classification or regression). Historically, feature extraction (e.g. PCA; Ch. 12.1. in Bishop

2006) and processing were sequential and independent tasks (Wöber et al. 2013). Since

the rise of convolutional neuronal networks (LeCun et al. 1989), a deep machine learning

approach optimized for images, in 2012 (Krizhevsky et  al.  2012),  feature extraction for

image analysis  became an automated procedure.  A convolutional  neuronal  net  uses a

deep architecture of artificial neurons (Goodfellow 2016) for both feature extraction and

processing. Based on prior information such as image classes and supervised learning

procedures, parameters of the neuronal nets are adjusted. This is known as the learning

process.

Simultaneously, geometric morphometrics (Tibihika et al. 2018, Cadrin and Friedland 1999)

are  used  in  biodiversity  research  for  association  analysis.  Those  approaches  use

deterministic two-dimensional locations on digital images (landmarks; Mitteroecker et al.

2013), where each position corresponds to biologically relevant regions of interest. Since

this  methodology  is  based  on  scientific  results  and  compresses  image  content  into
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deterministic landmarks, no uncertainty regarding those landmark positions is taken into

account, which leads to information loss (Pearl 1988). Both, the reduction of this loss and

novel knowledge detection, can be done using machine learning.

Supervised learning methods (e.g., neuronal nets or support vector machines (Ch. 5 and 6.

in  Bishop  2006))  map  data  on  prior  information  (e.g.  labels).  This  increases  the

performance of classification or regression but affects the latent representation of the data

itself.  Unsupervised learning (e.g. latent variable models) uses assumptions concerning

data  structures  to  extract  latent  representations  without  prior  information.  Those

representations does not have to be useful for data processing such as classification and

due to that, the use of supervised and unsupervised machine learning and combinations of

both, needs to be chosen carefully, according to the application and data.

In  this work,  we  discuss  unsupervised  learning  algorithms  in  terms  of  explainability,

performance and  theoretical  restrictions  in  context  of  known deep learning  restrictions

(Marcus 2018, Szegedy et al. 2014, Su et al. 2017). We analyse extracted features based

on multiple  image datasets  and discuss shortcomings and performance for  processing

(e.g. reconstruction error or complexity measurement (Pincus 1997)) using the principal

component analysis (Wöber et al. 2013), independent component analysis (Stone 2004),

deep neuronal nets (auto encoders; Ch. 14 in Goodfellow 2016) and Gaussian process

latent variable models (Titsias and Lawrence 2010, Lawrence 2005).

Keywords

latent variable models, unsupervised machine learning, deep learning, image processing

Presenting author

Wilfried Wöber

Presented at

Biodiversity_Next 2019

References

• Bishop C (2006) Pattern Recognition and Machine Learning (Information Science and

Statistics). Springer [ISBN 0387310738]

• Cadrin SX, Friedland KD (1999) The utility of image processing techniques for

morphometric analysis and stock identification. Fisheries Research 43: 129‑139. https://

doi.org/10.1016/s0165-7836(99)00070-3 

• Goodfellow I (2016) Deep Learning. The MIT Press [ISBN 0262035618]

2 Wöber W et al

https://doi.org/10.1016/s0165-7836(99)00070-3
https://doi.org/10.1016/s0165-7836(99)00070-3


• Krizhevsky A, Sutskever I, Hinton G (2012) ImageNet classification with deep convolutional

neural networks. Communications of the ACM 60 (6): 84‑90. https://

doi.org/10.1145/3065386 

• Lawrence N (2005) Probabilistic Non-linear Principal Component Analysis with Gaussian

Process Latent Variable Models. Journal of Machine Learning Research 6: 1783‑1816. 

• LeCun Y, Boser B, Denker JS, Henderson D, Howard RE, Hubbard W, Jackel LD (1989)

Backpropagation Applied to Handwritten Zip Code Recognition. Neural Computation 1 (4):

541‑551. https://doi.org/10.1162/neco.1989.1.4.541 

• Marcus G (2018) Deep Learning: A Critical Appraisal. CoRR abs/1801.00631.

• Milioto A, Lottes P, Stachniss C (2017) Real-time Semantic Segmentation of Crop and

Weed for Precision Agriculture Robots Leveraging Background Knowledge in CNNs. CoRR

abs/1709.06764.

• Mitteroecker P, Gunz P, Windhager S, Schaefer K (2013) A brief review of shape, form, and

allometry in geometric morphometrics, with applications to human facial morphology.

Hystrix, the Italian Journal of Mammalogy 24: 59‑66. https://doi.org/10.4404/

hystrix-24.1-6369 

• Pearl J (1988) Probabilistic Reasoning in Intelligent Systems: Networks of Plausible

Inference (Morgan Kaufmann Series in Representation and Reasoning). Morgan

Kaufmann 

• Pincus SM (1997) Approximate entropy as a measure of system complexity. Proceedings

of the National Academy of Sciences 88 (6): 2297‑2301. https://doi.org/10.1073/

pnas.88.6.2297 

• Ren S, He K, Girshick R, Sun J (2015) Faster R-CNN: Towards Real-Time Object

Detection With Regional Proposal Networks. abs/1506.01497. CORR.

• Stone J (2004) Independent Component Analysis: A Tutorial Introduction. MIT Press Ltd

[ISBN 0262693151]

• Su J, Vargas DV, Sakurai K (2017) One Pixel Attack for Fooling Deep Neural Networks.

CoRR.

• Szegedy C, Zaremba W, Sutskever I, Bruna J, Erhan D, Goodfellow I, Fergus R (2014)

Intriguing properties of neural networks. International Conference on Learning

Representations.

• Tibihika PD, Waidbacher H, Masembe C, Curto M, Sabatino S, Alemayehu E, Meulenbroek

P, Akoll P, Meimberg H (2018) Anthropogenic impacts on the contextual morphological

diversification and adaptation of Nile tilapia (Oreochromis niloticus, L. 1758) in East Africa.

Environmental Biology of Fishes 101 (3): 363‑381. https://doi.org/10.1007/

s10641-017-0704-0 

• Titsias M, Lawrence N (2010) Bayesian Gaussian Process Latent Variable Model.

Proceedings of the Thirteenth International Conference on Artificial Intelligence and

Statistics.

• Wöber W, Szuegyi D, Kubinger W, Mehnen L (2013) A principal component analysis based

object detection for thermal infra-red images. Proceedings ELMAR-2013.

Comparison of Unsupervised Learning Methods for Natural Image Processing 3

https://doi.org/10.1145/3065386
https://doi.org/10.1145/3065386
https://doi.org/10.1162/neco.1989.1.4.541
https://doi.org/10.4404/hystrix-24.1-6369
https://doi.org/10.4404/hystrix-24.1-6369
https://doi.org/10.1073/pnas.88.6.2297
https://doi.org/10.1073/pnas.88.6.2297
https://doi.org/10.1007/s10641-017-0704-0
https://doi.org/10.1007/s10641-017-0704-0

	Abstract
	Keywords
	Presenting author
	Presented at
	References

