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Abstract

Recent progress in using deep learning techniques to automate the analysis of complex

image  data  is  opening  up  exciting  new  avenues  for  research  in  biodiversity  science.

However, potential applications of machine learning methods in biodiversity research are

often limited by the relative scarcity of data suitable for training machine learning models.

Development of high-quality training data sets can be a surprisingly challenging task that

can easily consume hundreds of person-hours of time. In this talk, we present the results of

our  recent  work  implementing  and comparing  several  different  methods for  generating

annotated, biodiversity-oriented image data for training machine learning models, including

collaborative expert  scoring,  local  volunteer image annotators with on-site training,  and

distributed, remote image annotation via citizen science platforms. We discuss error rates,

among-annotator variance, and depth of coverage required to ensure highly reliable image

annotations. We also discuss time considerations and efficiency of the various methods.

Finally,  we present  new software,  called  ImageAnt  (currently  under  development),  that

supports  efficient,  highly  flexible  image  annotation  workflows.  ImageAnt  was  created

primarily  in  response  to  the  challenges  we  discovered  in  our  own efforts  to  generate

image-based training data for machine learning models. ImageAnt features a simple user
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interface  and  can  be  used  to  implement  sophisticated,  adaptive  scripting  of  image

annotation tasks.
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