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Abstract

In  recent  years,  the  field  of  biodiversity  data  analysis  has  witnessed  significant

advancements, with a number of models emerging to process and extract valuable insights

from various data sources. One notable area of progress lies in the analysis of species

descriptions, where structured knowledge extraction techniques have gained prominence.

These techniques aim to automatically extract relevant information from unstructured text,

such as taxonomic classifications and morphological traits. (Sahraoui et al. 2022, Sahraoui

et  al.  2023)   By  applying  natural  language  processing  (NLP)  and  machine  learning

methods,  structured  knowledge  extraction  enables  the  conversion  of  textual  species

descriptions  into  a  structured  format,  facilitating  easier  integration,  searchability,  and

analysis of biodiversity data.

Furthermore,  object  detection on specimen images has emerged as a powerful  tool  in

biodiversity research. By leveraging computer vision algorithms (Triki et al. 2020, Triki et al.

2021,Ott et al. 2020), researchers can automatically identify and classify objects of interest

within  specimen images,  such as organs,  anatomical  features,  or  specific  taxa.  Object
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detection techniques allow for the efficient and accurate extraction of valuable information,

contributing to tasks like species identification, morphological trait analysis, and biodiversity

monitoring.  These  advancements  have  been  particularly  significant  in  the  context  of

herbarium collections and digitization efforts,  where large volumes of specimen images

need to be processed and analyzed.

On the other  hand,  multimodal  learning,  an emerging field  in  artificial  intelligence (AI),

focuses  on  developing  models  that  can  effectively  process  and  learn  from  multiple

modalities, such as text and images (Li et al. 2020, Li et al. 2021, Li et al. 2019, Radford et

al. 2021, Sun et al. 2021, Chen et al. 2022). By incorporating information from different

modalities, multimodal learning aims to capture the rich and complementary characteristics

present  in  diverse  data  sources.  This  approach  enables  the  model  to  leverage  the

strengths of each modality,  leading to enhanced understanding, improved performance,

and more comprehensive representations. 

Structured  knowledge  extraction  from  species  descriptions  and  object  detection  on

specimen  images  synergistically  enhances  biodiversity  data  analysis.  This  integration

leverages textual and visual data strengths, gaining deeper insights. Extracted structured

information from descriptions improves search, classification, and correlation of biodiversity

data.  Object  detection  enriches  textual  descriptions,  providing  visual  evidence  for  the

verification and validation of species characteristics.

To tackle the challenges posed by the massive volume of specimen images available at the

Herbarium  of  the  National  Museum  of  Natural  History  in  Paris,  we  have  chosen  to

implement the CLIP (Contrastive Language-Image Pretraining) model (Radford et al. 2021

) developed by OpenAI. CLIP utilizes a contrastive learning framework to recognize joint

representations  of  text  and  images.  The  model  is  trained  on  a  large-scale  dataset

consisting of  text-image pairs from the internet,  enabling it  to understand the semantic

relationships between textual descriptions and visual content.

Fine-tuning the CLIP model on our dataset of species descriptions and specimen images is

crucial for adapting it to our domain. By exposing the model to our data, we enhance its

ability to understand and represent biodiversity characteristics. This involves training the

model on our labeled dataset, allowing it to refine its knowledge and adapt to biodiversity

patterns.

Using the fine-tuned CLIP model, we aim to develop an efficient search engine for the

Herbarium's vast biodiversity collection. Users can query the engine with morphological

keywords, and it will match textual descriptions with specimen images to provide relevant

results. This research aligns with the current AI trajectory for biodiversity data, paving the

way for innovative approaches to address conservation and understanding of our planet's

biodiversity.
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